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Introduction

The following theorem shows that  the proposed SMIX(𝜆) is consistent with 𝑄 𝜆
algorithm.

Theoretical Analysis

The total loss of CVF is as follows:
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Proposed method

Results

Learning a stable and generalizable centralized value function (CVF) is a crucial but challenging 
task in multiagent reinforcement learning (MARL), as it has to deal with the issue that the joint 
action space increases exponentially with the number of agents in such scenarios. This paper 
proposes an approach, named SMIX(𝜆), that uses an off-policy training to achieve this by avoiding 
the greedy assumption commonly made in CVF learning. As importance sampling for such off-
policy training is both computationally costly and numerically unstable, we proposed to use the 𝜆 -
return as a proxy to compute the TD error. With this new loss function objective, we adopt a 
modified QMIX network structure as the base to train our model. Experiments on the StarCraft 
Multi-Agent Challenge (SMAC) benchmark demonstrate that our approach not only outperforms 
several state-of-the-art MARL methods by a large margin, but also can be used as a general tool to 
improve the overall performance of other CTDE-type algorithms by enhancing their CVFs
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